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1 Abstract

We consider the computation of theH∞ norm of the stable
transfer functionG,

G( jω) = C

(

jωI −A0−
m

∑
i=1

Aie
− jωτi

)−1

B+De− jωτ0 (1)

where the system matrices are(Ai,B,C,D), i = 0, . . . ,m are
real-valued and the time delays,(τ0, . . . ,τm), are real num-
bers.

The following theorem is used to compute theH∞ norm of
a transfer function in the finite dimensional case.

Theorem 1.1 [1] Let ξ > 0 be such that the matrix
R = ξ 2I −DT D is non-singular. For ω ≥ 0, the matrix
Go( jω) = C( jωI −A)−1B + D has a singular value equal
to ξ if and only if λ = jω is an eigenvalue of the Hamilto-
nian matrix

Hξ =

[

A + BR−1DTC BR−1BT

−CT (I + DR−1DT )C −(A + BR−1DTC)

]

.

Hence theH∞ norm ofG satisfies

‖Go‖∞ = sup{ξ > 0|Hξ has an eigenvalue

on the imaginary axis}. (2)

This relation lays the basis of the well-established level set
methods for computingH∞ norm of finite dimensional sys-
tems (see, e.g. [2], for a quadratically converging algo-
rithm).

In this talk, we extend the computation ofH∞ norm to
the time-delay systems with the transfer function represen-
tation (1). The relation between the singular value of the
transfer function and the corresponding Hamiltonian matrix
remains valid. More precisely, letξ > 0 be such that the
matrix

Dξ := DT D− ξ 2I

is non-singular. Forω ≥ 0, the matrixG( jω) has a singular
value equal toξ if and only if λ = jω is a solution of the
equation

detHξ (λ ) = 0, (3)

where

Hξ (λ ) := λ I −M0 −
m

∑
i=1

(

Mie
−λ τi + M−ie

λ τi

)

−
(

N1e−λ τ0 + N−1eλ τ0

)

andM0, N1, N−1, Mi, M−i i = 1, . . . ,m depends onξ and the
system matrices in (1).

We show that the nonlinear eigenvalue problem (3)
is equivalent to a linear eigenvalue problem of the
infinite dimensional Hamiltonian operatorLξ on
X := C ([−τmax, τmax],C

2n) which is defined by

D(Lξ ) =
{

φ ∈ X : φ ′ ∈ X , φ ′(0) = M0φ(0)+

m

∑
i=1

(Miφ(−τi)+ M−iφ(τi))+ N1φ(−τ0)+ N−1φ(τ0)

}

,

Lξ φ = φ ′
.

Our approach to compute‖G‖∞ consists of two steps. In
the first step inspired by (2), we compute using the method
presented in [2],

max{ξ > 0|L N
ξ has an eigenvalue on the imaginary axis}

whereL N
ξ is a matrix approximatingLξ . This problem can

be interpreted as computing theH∞ norm of an approxima-
tion of G under mild conditions.

In the second step, the approximated results are corrected
using Newton iteration on a set of equations which are ob-
tained from the nonlinear eigenvalue problem (3) and char-
acterize the peaks in the singular value plot.
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